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**ABSTRACT**

For document image analysis, image binarization is an important preprocessing step. Also, binarization can help in improving the readability of old and historical manuscripts. Such documents are generally degraded due to various reasons such as bleed-through, faded ink, or stains. Achieving good binarization performance on these documents is a challenging task. In this work, a deep learning based model for document image binarization has been proposed, comprising a Dual Discriminator Generative Adversarial Network (DD-GAN) which uses Focal Loss as generator loss. The DD-GAN consists of two discriminator networks - one looks for the global similarity i.e. on the whole image, and another one explores the image in small patches i.e. local similarity. At the final stage, simple thresholding is performed on the generated images. The method has been tested on five recent DIBCO datasets. It has been found that the method is robust and it provides results comparable with state-of-the-art methods.
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# **INTRODUCTION**

Document image binarization, the task of classifying a pixel as foreground or background, is an important preprocessing step in document image analysis. The documents, especially historical manuscripts, often suffer from degradation due to aging effect, ink stains, bleed-through, faded ink, etc. which make the binarization process a challenging task. Early binarization techniques [1][2][3][4] used various thresholding techniques either based on single or multiple thresholds to classify the pixels. Recently, deep learning frameworks [5][6] have also become popular for binarization of document images. The success of these frameworks has been broadly attributed to their ability to effectively capture the spatial dependency among the pixels in an image. A fully convolutional neural network (FCNN) [7] is ideal for the semantic labeling of pixels. In [8], document image binarization is formulated as an energy minimization problem, whereby an FCNN is trained for semantic segmentation of pixels that provides a labeling cost associated with each pixel. Other frameworks such as the holistically-nested edge detector (HED) [9] and U-Net [10] also provide significant performance gain. In [11], the authors use a recurrent neural network (RNN) based model for binarization.

# **Proposed Model**

A deep learning based method for image binarization has been proposed in this work. The method uses a Dual Discriminator Generative Adversarial Network (DD-GAN) which consists of a U-Net network as the generator and two independent discriminators – a Global Discriminator which looks at the higher-level features and the overall document, and another Local Discriminator which analyses the low-level features in the local patches of the document. The architecture of DD-GAN is described hereafter.

## **Architecture**

Traditionally, GANs consists of two networks, a generator that is trained to generate target images in the output domain, and a discriminator trained to distinguish between real (in the output domain) and fake (generated) images. These two networks are trained together and the generator tries to generate images plausible enough to fool the discriminator.

The proposed GAN consists of 3 networks, a **Generator** which aims at generating the binarized image, a **Global Discriminator** which classifies whether an image is real or fake by taking as input the whole image, and a **Local Discriminator** which considers local patches of the image and classifies the patches as real or fake. The architecture of the overall model is given in Fig 1. The main intuition behind the use of two discriminators is that the global discriminator classifies an image by looking at the overall image and higher-level features of the image (such as image background, texture) while the local discriminator looks at lower level features (such as text strokes) while classifying the images. Thus, we eliminate the pooling layers in the local network as it is difficult to obtain such precise localized details when the images are scaled down [6]. Moreover, to capture these low-level intricacies, the network is empirically observed to require more layers. For global discriminator, it is observed that computing features at multiple scales lead to improved performance. Hence, pooling is an essential component of this network. Moreover, document images characteristically possess limited variations for texture or background unlike in other computer vision domains. Thus, it is observed that a lesser number of layers serve our purpose for this task.For this reason, in the proposed method, in global discriminator, less number of layers is used compared to that of the local discriminator.

**Generator** The architecture of the generator network follows that of a standard U-Net [10] used in pix2pix GAN [12]. Since binarization can be thought of as a classification problem where a pixel is classified as a background or a foreground, the task of the generator is to take the input image and classify each of the pixels present therein as mentioned.

**Generator Loss Function** The loss function used for the generator is the focal loss [13]. Focal loss has been chosen as it counters the class imbalance problem, which is relevant here due to the presence of a lot more background pixels than foreground pixels, thus preventing any bias while training the network.

**Global Discriminator** The global discriminator consists of two convolutional layers with batch normalization and LeakyReLU as the activation function, followed by a max pooling layer and 3 fully connected layers. The architecture is shown in Fig 2.

**Local Discriminator** The local discriminator consists of 4 convolutional layers with batch normalization and LeakyReLU as activation function, followed by 4 fully connected layers. The architecture is shown in Fig 3. It is to be noted that pooling layers are absent in the local discriminator to minimize any loss of spatial information due to pooling, as the local discriminator aims to capture more intricate details.

**Discriminator Loss Function** Both the discriminators use the Binary Cross Entropy (BCE) loss.

**Total GAN Loss** The total GAN loss is calculated as shown in equation (1).

|  |  |
| --- | --- |
|  | …(1) |

Where is the total loss, is the global discriminator loss, is the local discriminator loss (averaged over all patches of an image), and is the generator loss. µ, σ, and λ are parameters. For our experimentation µ=0.5, σ=5, and λ=75. The value of σ is taken to be greater than 1 so that the local discriminator contributes more to the loss than the global. λ is kept to a high value for the generator to train well.

|  |  |
| --- | --- |
|  |  |
| Fig. 1. The architecture of the overall model used for binarization. | Fig. 2. The architecture of the global discriminator. |
|  | |
| Fig. 3. The architecture of the local discriminator. | |

## **Training**

The GAN is trained by feeding the document images (converted to grayscale) and the corresponding ground truth images to the generator. The discriminator classifies whether an image is real or fake (i.e. generated by the generator). To the global discriminator, a whole image (generated or ground truth) is fed as input. Simultaneously, the corresponding image is split into non-overlapping patches of size 32×32 pixels, and each patch is separately fed into the local discriminator for classification. The two discriminators are thereby trained independently in parallel. Further, the generator loss also considers each discriminator loss separately for its input images, during training (see eq. 1).

## **Testing**

Document images from the test set are first converted to grayscale and then fed as an input to the trained GAN which generates images hereafter referred to as the generated image. The GAN performs most of the tasks of cleaning such as removing bleed through, lightening the stain marks, darkening text strokes that were faint, such that the generated image presents more or less a bimodal distribution. Hence, applying a global threshold of 127 on the generated image provides the binarized image with reasonably good accuracy. Fig. 4 shows an original image, generated image, and the image obtained by applying the threshold on a DIBCO 2018 image.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| (a) | (b) | (c) | (d) |
| Fig. 4. A sample image from DIBCO 2014 dataset showing (a) the original image (b) the ground truth image (c) the image generated by DD-GAN (d) image obtained after applying a global threshold of 127 on the generated image | | | |

# **EXPERIMENT**

In this section, we present the experimental results of our proposed model for document image binarization.

## **Datasets**

There are several standard datasets for document image binarization, such as (H-)DIBCO datasets which are made publicly available through competitions organized by the ICDAR committee. We have used the DIBCO 2013 [14], DIBCO 2017 [15] and H-DIBCO 2014 [16], H-DIBCO 2016 [17], H-DIBCO 2018 [18] datasets for our experiment. Since each image is considerably large to be fed as input to a neural network, each image has been broken into overlapping patches of size 256×256 with a stride of 128 in both horizontal and vertical directions. However, during evaluation, the entire images have been considered for each of these datasets. When testing the model on a particular dataset, all the remaining datasets have been aggregated to form the training set. For example, to evaluate the model on DIBCO 2017 dataset, all the images of DIBCO 2013, H-DIBCO 2014, H-DIBCO 2016, and H-DIBCO 2018 have been collectively used for training while the images in DIBCO 2017 have been used to finally evaluate the performance of the trained model. The same procedure is followed for other datasets.

## **Results**

In this section, we discuss the performance of our proposed model. Four metrics namely F-measure (FM), pseudo F-measure (P-FM), distance reciprocal distortion metric (DRD) [19], peak signal-to-noise ratio (PSNR) (formula given in Eqn. (2) are used to evaluate performance.

|  |  |
| --- | --- |
|  | ..(2) |

where MSE is the Mean Squared Error between pixels.

Additionally, we compare the performance of our model with other state-of-the-art methods in Tables I-V. The results of the top-ranked methods in the respective competitions are also specified (as Comp #rank).

TABLE I

RESULTS ON DIBCO 2013 DATASET

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **FM** | **P-FM** | **PSNR** | **DRD** |
| Comp #1 | 92.12 (8) | 94.19 (8) | 20.68 (9) | 3.10(8) |
| Comp #2 | 92.70 (7) | 93.19 (9) | 21.29 (4) | 3.18(9) |
| Comp #3 | 91.81 (9) | 92.67(10) | 20.68(10) | 4.02(11) |
| GiB [20] | 91.14(11) | 94.75 (7) | 19.58(11) | 2.77(7) |
| TM [6] | 93.17 (6) | **96.81 (1)** | 20.71 (8) | 2.21(5) |
| HDSN [5] | 94.40 (3) | 96.00 (5) | 21.40 (3) | 1.80(3) |
| Jia [21] | 93.42 (5) | 96.05 (4) | 20.78 (6) | 2.03(4) |
| Howe[22] | 91.34(10) | 91.79(11) | 21.29 (5) | 3.18(10) |
| Pix2Pix GAN[12] | 93.63 (4) | 95.18 (6) | 20.78 (7) | 2.62(6) |
| Zhao et.al.[23] | **95.28 (1)** | 96.47 (3) | 22.23 (2) | **1.39 (1)** |
| *DD-GAN* | *95.10 (2)* | *96.52 (2)* | ***22.43 (1)*** | *1.75 (2)* |

TABLE II

RESULTS ON H-DIBCO 2014 DATASET

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **FM** | **P-FM** | **PSNR** | **DRD** |
| Comp #1 | **96.88(1)** | 97.65(2) | 22.66(2) | 0.90(2) |
| Comp #2 | 96.63(3) | 97.46(5) | 22.40(4) | 1.00(4) |
| Comp #3 | 93.35(10) | 96.05(10) | 19.45(11) | 2.19(10) |
| GiB [20] | 94.00(9) | 96.48(8) | 19.93(10) | 0.90(3) |
| TM [6] | 91.96(11) | 94.78(11) | 20.76(8) | 2.72(11) |
| HDSN [5] | 96.66(2) | 97.59(3) | **23.23(1)** | **0.79(1)** |
| Jia [21] | 94.98(8) | 97.18(7) | 20.56(9) | 1.50(8) |
| Howe[22] | 96.49(4) | 97.38(6) | 22.24(5) | 1.08(6) |
| Pix2Pix GAN[12] | 95.15(7) | 96.19(9) | 21.55(7) | 1.61(9) |
| Zhao et.al.[23] | 96.41(5) | 97.55(4) | 22.12(6) | 1.07(5) |
| *DD-GAN* | *96.27(6)* | ***97.66(1)*** | *22.60(3)* | *1.27(7)* |

TABLE III

RESULTS ON H-DIBCO 2016 DATASET

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **FM** | **P-FM** | **PSNR** | **DRD** |
| Comp #1 | 87.61(10) | 91.28(11) | 18.11(10) | 5.21(10) |
| Comp #2 | 88.72(8) | 91.84(9) | 18.45(8) | 3.88(7) |
| Comp #3 | 88.47(9) | 91.71(10) | 18.29(9) | 3.93(8) |
| GiB [20] | **91.15(2)** | 93.03(6) | 19.18(3) | **3.20(2)** |
| TM [6] | 89.52(7) | 93.76(3) | 18.67(7) | 3.76(5) |
| HDSN [5] | 90.10(4) | 93.57(4) | 19.01(4) | 3.58(3) |
| Jia [21] | 90.48(3) | 93.27(5) | **19.30(2)** | 3.97(9) |
| Howe [22] | 87.47(11) | 92.28(7) | 18.05(11) | 5.35(11) |
| Pix2Pix GAN [12] | 89.73(6) | 92.09(8) | 18.95(5) | 3.76(5) |
| Zhao et.al.[23] | *91.66(1)* | *94.58(2)* | *19.64(1)* | *2.82(1)* |
| *DD-GAN* | *89.98 (2)* | ***95.23 (1)*** | *18.83 (6)* | *3.61 (4)* |

TABLE IV

RESULTS ON DIBCO 2017 DATASET

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **FM** | **P-FM** | **PSNR** | **DRD** |
| Comp #1 | **91.04(1)** | **92.86(1)** | 18.28(2) | **3.40(1)** |
| Comp #2 | 89.67(5) | 91.03(6) | 17.58(7) | 4.35(7) |
| Comp #3 | 89.42(7) | 91.52(5) | 17.61(5) | 3.56(4) |
| GiB [20] | 89.75(4) | 90.85(7) | 17.60(6) | 4.19(6) |
| Jia [21] | 85.34(8) | 86.06(8) | 16.25(8) | 8.18(8) |
| Pix2Pix GAN[12] | 89.53(6) | 91.73(4) | 17.91(3) | 3.55(3) |
| Zhao et.al.[23] | *90.73(3)* | *92.58(3)* | *17.83(4)* | *3.58(5)* |
| *DD-GAN* | *90.98 (2)* | *92.65 (2)* | ***18.34 (1)*** | *3.44 (2)* |

TABLE V

RESULTS ON H-DIBCO 2018 DATASET

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **FM** | **P-FM** | **PSNR** | **DRD** |
| Comp #1 | **88.34(1)** | **90.24(2)** | **19.11(1)** | **4.92(2)** |
| Comp #2 | 73.45(4) | 75.94(4) | 14.62(4) | 26.24(7) |
| Comp #3 | 70.01(5) | 74.68(5) | 13.58(5) | 17.45(5) |
| Comp #4 | 64.52(6) | 68.29(6) | 13.57(6) | 16.67(4) |
| Comp #5 | 46.35(7) | 51.39(7) | 11.79(7) | 24.56(6) |
| Zhao et.al.[23] | *87.73(2)* | *90.60(1)* | *18.37(2)* | *4.58(1)* |
| *DD-GAN* | *75.53 (3)* | *78.05 (3)* | *14.64 (3)* | *14.61 (3)* |

The best results obtained for a particular metric over all the methods are marked in bold. The rank of the score obtained by DD-GAN and the other methods for each metric is also specified in parenthesis. As can be seen from the tables, the performance of the proposed model is comparable to state-of-the-art methods while also surpassing the many methods considered here for comparison. The good performance of the model on most of the datasets serves as a proof of robustness. However, as we can see from Table V the method does not perform well on the H-DIBCO 2018 dataset. An original image from H-DIBCO 2018 dataset and its binarized output image is shown in Fig. 5. The poor performance can be mainly attributed to the fact that for the 2018 dataset, many of the images contain background pixels at the edges which are not part of a manuscript. However, the other datasets do not contain such images, and therefore, the GAN fails to learn to distinguish between those pixels and classifies them as foreground despite being able to clean the central manuscript portion of the image.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
| Fig. 5. A sample image of H-DIBCO 2018 dataset showing (a) the original image (b) the output binarized image | |

TABLE VI

ABLATION STUDY ON DIBCO 2013 H-DIBCO 2018 DATASET

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ***Dataset*** | ***Method*** | ***FM*** | ***P-FM*** | ***PSNR*** | ***DRD*** |
| *2013* | *DDGAN* | ***95.10*** | ***96.52*** | ***22.43*** | ***1.75*** |
| *Global Only* | *93.79* | *94.57* | *21.55* | *2.21* |
| *Local Only* | *94.56* | *95.82* | *22.21* | *1.97* |
| *2018* | *DDGAN* | ***75.53*** | ***78.05*** | ***14.64*** | ***14.61*** |
| *Global Only* | *69.55* | *71.33* | *13.32* | *22.52* |
| *Local Only* | *72.56* | *75.48* | *14.23* | *17.54* |

From Table VI, it can be seen that the proposed method with two discriminators (one local and one global) performs better than each of the discriminators separately. This can mainly be attributed to the fact that with two discriminators two levels of features are captured which helps in better training of the generator.

Further, our model was partly inspired by Pix2Pix GAN [12], which too uses a single discriminator, and has an optimized architecture for common image-to-image translation tasks. This network too has also shown consistent poor performance compared to our proposed model, as can be seen in Tables I-V.

# **Conclusion**

In this work, a deep learning based model, named as DD-GAN, has been developed for document image binarization. As both global and local thresholding based approaches have their own pros and cons, hence researchers prefer a hybrid approach for the said purpose. Going by the trend, the proposed model has utilized both the global and local information about the pixel distribution. In doing so, DD-GAN uses two discriminator networks to capture both global and local information. Besides, the focal loss has been used to handle the class imbalance of the pixels as document images generally contain more background pixels then foreground pixels. The model has been evaluated on five recent datasets of DIBCO series and it has been found that DD-GAN provides better or analogous results when compared with some state-of-the-art methods. In the future, we would like to apply this model to some other datasets. Besides, some other loss functions can be explored, and the value of the λ (in equation 1) can be made dynamic.
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